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Overview  

•  Reductions in solar costs makes accurate 
representation of solar in capacity expansion 
models more important 

•  Capacity value of solar is one key driver of 
economic value in models 

•  Capacity value of solar depends on capacity 
expansion decisions, including solar 
penetration 

•  Comparison of capacity expansion decisions 
based on endogenous vs. exogenous capacity 
value of solar PV shows importance of 
endogenous approach with high solar PV 
penetration 
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Reductions in PV cost and increased deployment 

energy.gov/sunshot 

Reported Price of Utility-scale PV Projects 
over Time  

ͻ Prices have declined over time, but little movement between projects installed in 2012 and 2013  
ͻ Capacity-weighted average prices were $2.97/W for crystalline, fixed-tilt; $3.12/W for crystalline 

with tracking; and $2.72/W for thin-film, fixed-tilt systems completed in 2013 
ͻ Majority of 2013 systems fall within a range of roughly $2.60/W to $3.20/W  
ͻ Wide price distribution within each system type reflects variation in system size, other project 

characteristics, market and policy conditions, and contracting date 
(e.g., outlying 2013 project, LADWP Pine Tree Solar Project, was  
contracted in 2010). 
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Source: Feldman et al 2014 
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1.  Introduction 
 
The term “utility-scale solar” refers both to large-scale concentrating solar power (“CSP”) 
projects that use several different technologies to produce steam and generate electricity for sale 
to utilities,3 and to large photovoltaic (“PV”) and concentrating photovoltaic (“CPV”) projects 
that typically sell wholesale electricity directly to utilities, rather than displacing on-site 
consumption (as has been the more-traditional application for PV in the commercial and 
residential markets).  Although utility-scale CSP has a significantly longer history than utility-
scale PV (or CPV),4 and has recently experienced a renaissance,5 the utility-scale solar market in 
the United States is now largely dominated by PV:  there are currently five times as much PV as 
CSP capacity either operating (4.1x), under construction (6.1x), or under development (5.2x) in 
utility-scale projects (SEIA 2014).  PV’s dominance follows explosive growth in recent years:  
utility-scale PV has been the fastest-growing sector of the PV market since 2007, and since 2012 
has accounted for the largest share of the overall PV market in terms of new MW installed (see 
Figure 1), a distinction that is projected to continue through 2016 (GTM/SEIA 2014).6 
 

Source:  GTM/SEIA 2014 

Figure 1.  Historical and Projected PV Capacity by Sector in the United States 
                                                 
3 Operating CSP projects most commonly use either parabolic trough or, more recently, power tower technology.  
CSP projects using other technologies, including compact linear Fresnel lenses and Stirling dish engines, have also 
been built in the United States, but largely on a pre-commercial prototype basis. 
4 Nine large parabolic trough projects totaling nearly 400 MWAC have been operating in California since the late 
1980s/early 1990s, whereas it was not until 2007 that the United States saw its first PV project in excess of 5 MWAC. 
5 In 2013/2014 alone, more than twice as much CSP capacity has or will come online in the United States than in the 
previous 28 years combined. 
6 GTM/SEIA’s definition of “utility-scale” reflected in Figure 1 is not entirely consistent with how it is defined in 
this report (see the text box – Defining “Utility-Scale” – on page 3 for a discussion of different definitions of 
“utility-scale”).  In addition, the capacity data in Figure 1 are expressed in DC terms, which is not consistent with 
the AC capacity terms used throughout the rest of this report (the text box – AC or DC? – on page 5 discusses why 
AC capacity ratings make more sense than DC for utility-scale projects).  Despite these two inconsistencies, the data 
are nevertheless useful (and so are included here) for the basic purpose of providing a general sense for the size of 
the utility-scale market (both historical and projected) and demonstrating relative trends between market segments. 
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Capacity value is one of key drivers of economic 
value of solar in capacity expansion models  

  6 

 
Figure 1. General steps followed by LSEs in planning and procurement 

 
3.1 Step 1: Assessment of future needs and resources  

In the initial stage of their planning studies, the LSEs evaluated expectations and uncertainties 
for elements that may impact their operations and options in the future. They considered demand 
forecasts, cost and availability of demand-side management measures, existing generation and 
contracts, expectations for generator retirement, regulatory and policy constraints, and new 
generation options, characteristics, and costs. Often a key result of this step was the identification 
of the gap between existing and planned generating resources in each year and the forecast of 
peak demand plus a planning reserve margin (Figure 2). This gap describes a constraint that the 
combination of resources in each candidate portfolio must be able to meet, but it does not 
describe a decision in terms of what resources can be part of candidate portfolios that satisfy this 
constraint. In other words, not all resources must contribute equally to meeting this constraint as 
long as the combination of resources meets the constraint.  
 

 
Figure 2. Example of expected future peak loads and existing resources (adapted from PSCo) 

1: Assessment of future needs and 
resources  

2: Creation of feasible candidate 
portfolios that satisfy needs  

3: Evaluation of candidate portfolio 
costs and impacts 

4: Selection of preferred portfolio 

5: Procurement of resources 
identified in preferred  portfolio 
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Example from Public Service of Colorado 
Electric Resource Plan  



Estimates of capacity value of PV 
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Source: Mills and Wiser 2012 



Effective load carrying capability 
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Fig. 2. Effect of generator addition on LOLE.

between these calculation methods that use daily LOLE values
and hourly LOLE, respectively. The calculation of a daily LOLE
based on peak load values will be more pessimistic and is dis-
tinct from an hourly LOLE calculation. Both daily and hourly
LOLE are valid metrics, but clarity regarding their application
should be ensured.

A common approach is to estimate LOLE and related indices
for one balancing area of the whole interconnection, e.g., for
a utility, a state or a country. The interpretation of LOLE is
then not “loss of load expectation”, but instead expectation of
requirement to import.

In many systems where the calculations show a given expec-
tation of capacity deficit, the true expectation of capacity deficit
is much lower because there is a non-zero probability of avail-
able imports which are not otherwise accounted for in the anal-
ysis. The impact of imports could be modeled within the pre-
ferred method if the data is available for the interconnections
into the system. For comparison of capacity values between sys-
tems, the system is initially modified to give a standard LOLE
value such as 1 day in 10 years; this then allows comparison
of the capacity value of wind between systems. This does not
give a true measure of the adequacy of the systems where LOLE
values are different, but allows for wind’s contribution to be as-
sessed and compared against other systems that used this stan-
dard value, as well as compared against other energy sources.

The input data employed is a key factor in the calculation of
capacity value. It should be noted that regardless of the method
employed, if sufficient data of the required quality is not avail-
able, the resulting answer cannot be relied upon. The preferred
method requires:

1) load time series for the period of investigation (multi-year
of at least hourly resolution is preferable);

2) wind power time series for the same period as the loads;
3) a complete inventory of conventional generation units’ ca-

pacity, forced outage rates and maintenance schedules.
The length of the period of investigation required is an open

question with wind power. For wind and other variable gener-
ators, it has been common practice to use one or more years
of hourly generation data to calculate wind’s ELCC. This ap-
proach, although a reasonable start, does not adequately repre-
sent the long-term performance characteristics of wind power

plants in the same way that long-term representations are made
for conventional units. Multiple years of time series data are pre-
ferred as there can be a significant inter-annual variation of the
wind resource [16]. If the wind time series is only for a single
year, then the calculated LOLE will be simply a historical as-
sessment rather than a predictive one. The number required to
provide a robust answer is dependent on a number of factors
including the size of the system, load curve and penetration of
wind power on the system. The overall output for each year is
important, but the timing of the wind output is also a very impor-
tant factor to be captured. This reemphasizes the need for time
synchronized data with the load.

An important characteristic of wind power is its spatial diver-
sity. With respect to capacity value, weaker geographical rela-
tionships are advantageous, as this results in a higher capacity
value of the whole wind fleet, due to the smaller probability of
very low output across the whole system. This also means that
the capacity value increases relatively with larger region sizes.
If in contrast the generation profiles are perfectly correlated, the
installation of additional capacity does not compensate for the
low wind hours; in this case, while additional installed capacity
would increase the MW capacity value, the capacity value as a
percentage of rated capacity would decrease.

Wind data of the required quality and quantity has been scarce
to date due to many wind plants only being recently installed.
In addition, this time series data can be commercially sensi-
tive, making it harder to obtain. For other energy resources such
as hydro power, this is less of a problem as it is a well estab-
lished, mature technology with decades of good quality data
often being available. As noted above, calculation of the “true”
multi-area LOLE and related indices should consider possibili-
ties of import. This means that representative time series for im-
port levels and their respective likelihoods in neighboring sys-
tems should be used.

Synthetic time series have been proposed in the literature as a
means of reconciling the sometimes limited availability of his-
torical wind time series [9]–[12]. This work has focused on se-
quential Monte Carlo simulation to provide accurate frequency
and duration assessment of wind power. The wind is modeled
using an autoregressive moving average model, which captures
the correlation between different wind sites. This approach is
promising, provided that it can account fully for the relationship
between wind availability and load. A key factor is capturing
the effect of the underlying weather which drives not only wind
output but also the load.

III. APPROXIMATE METHODOLOGIES

This section outlines some of the approximate methodologies
that have been employed for calculation of capacity value. They
are included as a means of contrast with the preferred method
and also to highlight the approximations and assumptions they
make. The preferred method contains approximations also but
as it utilizes the datasets which explicitly capture the full rela-
tionship between load and wind it does provide the best assess-
ment of wind’s capacity value.

It is important to note that with modern computing power the
preferred method is not overly time-consuming for moderately
sized systems; indeed, a multi-year calculation can be run in

LOLE =
X

h2H

P (Dh > Gh)

Source: Keane et al 2011 



Capacity value depends on penetration level 
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Three capacity expansion models 

•  Fully"account"for"generator"outages"
•  Risk@based"generaCon"capacity"constraint"
•  Endogenous"evaluaCon"of"PV"capacity"value"

ProbabilisCc""

•  No"simulaCon"of"generator"outages"
•  Planning"reserve"margin"constraint""
•  Exogenous,"constant"PV"capacity"value""

DeterminisCc""

•  No"simulaCon"of"generator"outages"
•  Allow"virtual"demand"curtailment"when"net"demand"is"high"
•  Constrain"total"amount"of"VDC"
•  Endogenous"approximaCon"of"PV"capacity"value"

Virtual"Demand"Curtailment"(VDC)"
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Probabilistic model 

X

g2G

yghs + uhs = NDh 8h 2 H, s 2 S(x)

yghs  AVghs(X)CAPgxg 8g 2 G, h 2 H, s 2 S(x)
X

s2S

Ps

X

h2H

uhs  EUE
X

h2H

Dh

xg 2 {0, 1} 8g 2 G

yghs, uhs � 0 8g 2 G, h 2 H, s 2 S(x)
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min

X

g2G

CC

g

x

g

+
X

s2S(x)

P

s

(X)
X

g2G

MC

g

y

ghs

P (X)s =
Y

g2G

(1�AVgs(X))FORg +AVgs(X)(1� FORg)

Objective:  
Minimize capital cost and fuel 
cost across all possible 
outage scenarios 

Load balance: 

Generation limits: 

Limit unserved energy: 

Binary investments: 

Non-negativity: 

Outage probabilities: 

Subject to: 



X

g2G

ygh = NDh 8h 2 H

ygh  (1� FORg)CAPgxg 8g 2 G, h 2 H
X

g2G

CAPgxg + CPV � (1 +RM)Dh⇤

xg 2 {0, 1} 8g 2 G

ygh � 0

Deterministic model 
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Objective:  
Minimize capital cost and fuel 
cost 

Load balance: 

Generation limits: 

Reserve margin: 

Binary investments: 

Non-negativity: 

min

X

g2G

CCgxg +
X

g2G

MCgygh

Subject to: 



X

g2G

ygh = NDh 8h 2 H

ygh  (1� FORg)CAPgxg 8g 2 G, h 2 H
X

g2G

CAPgxg � (1 +RM)(NDh � vh) 8h 2 H

X

h2H

vh  �
X

h2H

Dh

xg 2 {0, 1} 8g 2 G

ygh � 0

Virtual demand curtailment (VDC) model 
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Objective:  
Minimize capital cost and fuel 
cost 

Load balance: 

Generation limits: 

Modified reserves: 

Binary investments: 

Non-negativity: 

min

X

g2G

CCgxg +
X

g2G

MCgygh

Subject to: 

VDC limit: 



Virtual demand curtailment constraint behaves 
similar to probabilistic risk-based measures  
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Test case 

• Find"opCmal"generaCon"investments"and"dispatch"given"assumed"PV"(or"wind)"
penetraCon"

• Compare"decisions"across"models"with"same"assumpCons""

AnalyCcal"approach"

• Generators:"
• 32"generators"from"IEEE"Reliability"Test"System""
• Updated"costs"from"EIA"

• Load:"
• Hourly"load"between"2003@2009"for"uClity"in"SW"US"

• Solar"PV:"
• Hourly"satellite"derived"insolaCon"(NSRDB)"between"2003@2009"converted"to"
mix"of"fixed"and"tracking"PV"with"PVWa]s"

• Wind:"
• Hourly"wind"between"2004@2006"from"sites"in"NREL’s"Western"Wind"dataset"

Data"sources"
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Sampling can reduce computational burden 

•  Computational burden depends on length of time series  
 
•  We use a moment-matching technique to find subsets of 

days that are similar to full seven years of data 
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•  We use the probabilistic 
model to compare the 
optimal investments 
from the subset of days 
to the investments from 
the full seven years 

•  Investment decisions 
and costs are within    
+/- 2.5% after 50 
sampled days 



Capacity contribution of solar is non-linear with 
increasing penetration 

15"Environmental"Energy"Technologies"Division"



Marginal capacity contribution declines with 
increasing penetration 
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Deterministic model overstates avoided cost for 
higher penetration levels 
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Conclusions 

•  Capacity contribution of solar (and wind) can be 
represented endogenously in capacity expansion 
models 

•  Deterministic models with constant capacity value of 
solar are accurate for low (<5%) penetration levels 

•  At high penetration, deterministic model does not reflect 
change in capacity contribution observed in probabilistic 
model, thereby becoming less accurate with higher 
penetration 

•  The proposed modification to the deterministic model 
(the VDC model) maintains accuracy without 
significantly increasing the computational burden 

•  Sampling can also reduce computation needs: 50 days 
were required to maintain accuracy to within +/-2.5% 
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For additional information… 

Contact the authors: 
Francisco Muñoz  | fdmunoz@sandia.gov 
Andrew Mills    | admills@lbl.gov  | 510.486.4059 
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